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Abstract— Image is considered to be a function of two real variables ,a(x,y) with ‘a’ as the amplitude of the image at the real co-ordinate 
position(x,y).An image contains sub-images sometimes referred to as ROI(Region-Of-Interest). So one or each part of the image(regions) 
can be processed to improve the quality of the image. In medical CT images there are chances for the artefact image which affects the 
diagnosis. So to reduce the artefact and improve the quality of the image ,the image has to be segmented. In image segmentation, 
clustering algorithms are very popular as they are intuitive and are also easy to implement. The K-means clustering algorithm is one of the 
most widely used algorithm in the literature. In this paper, K-means clustering algorithm has been used to segment the image. The k-
means algorithm is an iterative technique used to partition an image into k clusters. The standard K-Means algorithm produces accurate 
segmentation results only when applied to images defined by homogenous regions with respect to texture and colour since no local 
constraints are applied to impose spatial continuity. The results shows the segmented images of the artefact image.  

Index Terms—  K-means Algorithm, Clustering, local minimum, global minimum, Segmentation.  

——————————      —————————— 
1. INTRODUCTION 

An image is an artefact that depicts or records visual 
perception, for example a two-dimensional picture, that has a 
similar appearance to some subject – usually a physical object 
or a person, thus providing a depiction of it. Image processing 
is any form of signal processing for which the input is an 
image, and the output of image processing may be either an 
image or a set of characteristics or parameters related to the 
image. Image segmentation is the process of partitioning a 
digital image into multiple segments or dividing the given 
image into regions homogenous with respect to certain 
features, and which hopefully correspond to real objects in the 
actual scene. Segmentation plays a vital role to extract 
information from an image to create homogenous regions by 
classifying pixels into groups thus forming regions of 
similarity. Image segmentation is the process of assigning a 
label to every pixel in an image such that pixels with the same 
label share certain characteristics. To reduce the artefacts 
caused by metal in images the image has to be segmented. 
Clustering approaches were one of the first techniques used 
for the segmentation. K-means clustering algorithm is used to 
segment the artefact  image. K-Means clustering algorithm is 
an unsupervised learning and partition-al clustering 
algorithm which attempts to directly decompose the dataset 
into a set of disjoint clusters based on similarity between 
objects. After segmenting the image, the ROI has to be taken 
for further processing. 

2.IMAGE SEGMENTATION 
Segmentation partitions an image into distinct regions 

containing each pixels with similar attributes. The main idea 
of the image segmentation is to group pixels in homogeneous 
regions and the usual approach to do this is by common 
feature. Features can be represented by the space of colour, 
texture and gray levels, each exploring similarities between 
pixels of a region. The goal of segmentation is to simplify and 
change the representation of an image into something that is 
more meaningful and easier to analyze. Image segmentation is 
typically used to locate objects and boundaries (lines, curves, 
etc.) in images. The result of image segmentation is a set of 

regions that collectively cover the entire image, or a set of 
contours extracted from the image. Each of the pixels in a  

 
 
 
region are similar with respect to some characteristic or 
computed property, such as colour, intensity, or texture. The 
segmentation is based on the measurements taken from the 
image and might be grey-level, colour, texture, depth or 
motion. Image segmentation techniques are categorized into 
three classes: Clustering, edge detection, region growing. 
Some popular clustering algorithms like k-means are often 
used in image segmentation. In this paper, K-Means clustering 
algorithm is used to segment the metal artefact image from 
which the further processing has to be made to reduce the 
artefact from the image. 

3.CLUSTERING 
Cluster analysis or clustering is the task of grouping a set of 
objects in such a way that objects in the same group are more 
similar to each other than to those in other groups. The groups 
are called clusters. Clustering is a data mining technique used 
in statistical data analysis, data mining, pattern recognition, 
image analysis etc. Because of its simplicity and efficiency, 
clustering approaches were one of the first techniques used 
for the segmentation of textured  images. Clustering can be 
divided as partitional and hierarchical clustering. Hierarchical 
clustering algorithms repeat the cycle of either merging 
smaller clusters in to larger ones or dividing larger clusters to 
smaller ones. Partitional clustering algorithms generate 
various partitions and then evaluate them by some criterion. 
In partitional clustering, the goal is to create one set of clusters 
that partitions the data in to similar groups. A clustering 
algorithm attempts to find natural groups of components (or 
data) based on some similarity. Also, the clustering algorithm 
finds the centroid of a group of data sets.To determine cluster 
membership, most algorithms evaluate the distance between a 
point and the cluster centroids. The output from a clustering 
algorithm is basically a statistical description of the cluster 
centroids with the number of components in each cluster. 
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A good clustering method will produce high quality clusters 
with high intra-class similarity and low inter-class similarity. 
The quality of clustering result depends on both the similarity 
measure used by the method and its implementation. The 
quality of a clustering method is also measured by its ability 
to discover some or all of the hidden patterns. Image 
Segmentation is the basis of image analysis and 
understanding and a crucial part and an oldest and hardest 
problem of image processing. Clustering techniques classifies 
the pixels with same characteristics into one cluster, thus 
forming different clusters according to coherence between 
pixels in a cluster. It is a method of unsupervised learning and 
a common technique for statistical data analysis used in many 
fields such as pattern recognition, image analysis and 
bioinformatics. In this paper K-means clustering approach is 
used for performing image segmentation using Matlab 
software. 
3.1.K-MEANS CLUSTERING 

K-means clustering is an partitional clustering technique 
which attempts to directly decompose the dataset into a set of 
disjoint clusters based on similarity between objects. K-means 
clustering algorithm is one of the simplest unsupervised 
learning algorithms that solve the well known clustering 
problem. The k-means algorithm is an algorithm to cluster n 
objects based on attributes into k partitions, where k < n. An 
algorithm for partitioning (or clustering) N data points into K 
disjoint subsets Sj containing data points so as to minimize the 
sum-of-squares criterion  

 
where, xn is a vector representing the the nth data point and 
uj is the geometric centroid of the data points in Sj. K-Means 
clustering is an algorithm to classify or to group the objects 
based on attributes/features into K number of group. K is 
positive integer number. The grouping is done by minimizing 
the sum of squares of distances between data and the 
corresponding cluster centroid. 
 

 
Step-by-step process of k-means algorithm :- 

1. Initially, the number of clusters must be known, or 
chosen, to be K say.  

2. The initial step is the choose a set of K instances as 
centres of the clusters. Often chosen such that the points 
are mutually “farthest apart”, in some way.  

3. Next, the algorithm considers each instance and assigns 
it to the cluster which is closest. 

4. The cluster centroids are recalculated either after each 
instance assignment, or after the whole cycle of re-
assignments. 

5. This process is iterated. 
 

3.2.K-MEANS FUNCTION 

K-means is a clustering algorithm, which partitions a data 
set into clusters according to some defined distance measure. 
Images are considered as one of the most important medium 
of conveying information. Understanding images and 
extracting the information from them such that the 
information can be used for other tasks is an important aspect 
of Machine learning. One of the first steps in direction of 
understanding images is to segment them and find out 
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different objects in them. To reduce the artefact, the artefact 
region has to be segmented so that the algorithm namely K-
means clustering is used to segment the image. It has been 
assumed 1that the number of segments in the image is known 
and hence can be passed to the algorithm. K-Means algorithm 
is an unsupervised clustering algorithm that classifies the 
input data points into multiple classes based on their inherent 
distance from each other. The algorithm assumes that the data 
features form a vector space and tries to find natural 
clustering in them. The functions of k-means are as follows. 
IDX = kmeans(X,k) partitions the points in the n-by-p data 
matrix X into k clusters. This iterative partitioning minimizes 
the sum, over all clusters, of the within-cluster sums of point-
to-cluster-centroid distances. Rows of X correspond to points, 
columns correspond to variables. Kmeans returns an n-by-1 
vector IDX containing the cluster indices of each point. By 
default, kmeans uses squared Euclidean distances [8,9]. When 
X is a vector, kmeans treats it as an n-by-1 data matrix, 
regardless of its orientation.[IDX,C] = kmeans(X,k) returns the 
k cluster centroid locations in the k-by-p matrix C. 

4.SIMULATION RESULTS 
 
 

 
 

Figure 1. Original image with artifact 
 

 
4.1.SEGMENTED IMAGES 

 

 
 

Figure 2. Image labeled by cluster index 
 
 

 
 

 
 

Figure 3. Objects in cluster-1 
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Figure 4. Objects in cluster-2 
 

 
 

 
 

 
 

Figure 5. Objects in cluster-3 
 
 

 
 
 

 
 
 
 

 
 
Figure 6. Objects in cluster-4 

 

 
 

5. CONCLUSION 
To reduce the artefact in the image,  the artefact region has to 
be taken first and then find the approximate values of the 
hidden pixel are to be found. To segment the artefact region k-
means clustering algorithm has been implemented and 
segmented the artefact image into k number of images. K-
means algorithm has been successfully implemented. The next 
step of reducing the artefact is to find the hidden pixel values. 
The result aims at developing an accurate and more reliable 
image which can be used to reduce the artefact from the 
image and help the physicians for medical diagnosis.  
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